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Abstract- Brain tumors are one of the deadliest forms of cancer, and early detection is critical for improving 

patient outcomes. Although several large initiatives and findings in this sector, proper segmentation and 

categorization remain difficult tasks. This proposed systematic review aimed to evaluate the current state of the 

field of ML for brain tumor detection and to identify areas for future research. A comprehensive search of 

multiple databases was conducted to identify relevant studies. This systematic review aimed to evaluate the 

current state of the field of ML for brain tumor detection and to identify areas for future research. A 

comprehensive search of multiple databases was conducted to identify relevant studies. The included studies 

were critically appraised for their methodology, results, and conclusions. The findings of this review indicate 

that ML has been successfully applied to the detection of brain tumors in a variety of imaging modalities, 

including MRI and CT 
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1 Introduction 
Brain tumor diagnosis using machine learning typically involves training a model on a dataset of 

medical images, such as MRI or CT scans, along with corresponding labels indicating the presence 

or absence of a tumor. The model can then be used to analyze new images and make predictions 

about whether a tumor is present. Additionally, machine learning techniques can be used to classify 

different types of brain tumors. Most body part abnormalities result in rapid tumor development, 

which is the leading cause of mortality globally. As per GLOBOCAN data, about 18.1 million new 

cases of cancer were diagnosed in 2018, resulting in 9.6 million annual deaths [1, 2]. 

Brain tumors are unregulated cell growths in the brain or the central nerve roots. These can be 

harmless (non-cancerous) or malignant (cancerous), it is important to note that the classification of 

tumors as non-cancerous or cancerous is a complex task that requires a combination of expert 

knowledge, clinical experience, and advanced technology. The use of machine learning in the process 

can help to improve the accuracy and efficiency of the diagnosis, but it should not replace the 

expertise of radiologists and pathologists and they can arise anywhere in the brain. Headaches, 

convulsions, nausea, and vomiting are frequent indications of brain tumors, as are visual or hearing 

loss, speech or memory issues, and emotional changes or behavior. Surgery, radiotherapy, 

chemotherapy, or a combination of these treatments may be used to treat brain tumors. Alternative 

therapies will be determined by the kind, location, and size of the tumor, as well as the patient's 

overall condition. Because diagnosis and treatment of brain tumors can improve healthcare, it is 

critical to seek medical assistance if you encounter any signs of a brain tumor [3]. 

The human brain is perhaps the most complicated part of the body, directing and integrating all bodily 

activities. It contains over 100 billion nerve cells (neurons) and billions of support cells (glia). Both 

chemical and electrical signals are used by neurons to interact with each other and send information 

all over the brain and the rest of the body. The brain is organized into various areas, each with its 

own set of specific tasks. The cerebrum is the brain's biggest structure and oversees conscientious 

cognition, memory, and judgment. The cerebellum is placed underneath the cerebrum and oversees 

motions and control [3, 4]. 

Brain tumor diagnosis using machine learning typically involves training a model on a dataset of 

medical images, such as MRI or CT scans, along with corresponding labels indicating the presence 

or absence of a tumor. The model can then be used to analyze new images and make predictions 

about whether a tumor is present. Additionally, machine learning techniques can be used to classify 

different types of brain tumors. A common approach is to use a convolutional neural network (CNN) 

for image classification. The model is trained on a dataset of brain scans, to learn to recognize the 

characteristic patterns associated with tumors. Once trained, the model can be applied to new scans 

to make predictions about whether a tumor is present. The strength of machine learning relies upon 
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its capacity to create forecasting analytics from massive volumes of data with little or no existing 

understanding of the information or any hypotheses about the information. The artificial neural 

network (ANN), one of the most discussed current machine learning algorithms, is influenced by the 

biological neural networks that comprise animal species' brains. The processing element is the ANN's 

fundamental unit, which separates input data into distinct classes or categories [4]. 

The systematic finding of depictions required to produce insights using raw data is now possible with 

modern projection learning approaches [4]. Deep learning algorithms are one type of learning-based 

strategy that uses a hierarchical composition of input and output variables to turn raw input data into 

more complex data and aspects that allow for the detection of distinct properties [5]. Such techniques 

have been critical in recent engineering advances ranging from facial recognition and self-driving 

automobiles. Another approach is to use machine learning to analyze the results of other medical 

tests, such as blood tests, in combination with imaging results to improve diagnostic accuracy. It’s 

important to note that machine learning models are not a replacement for clinical expertise and should 

be used to support and enhance the diagnostic process, not replace it [6-13]. 

Deep learning has evolved tremendously because of advancements in computing power and the open 

openness of the field of study. The utilization of CPUs and GPUs in deep learning projects has 

considerably expanded the size and complexity of strategy designs while decreasing the time 

necessary to train such methods from months to days. Because of the increased inquiry, faster testing 

has occurred, leading to more efficiency. Additionally, the introduction of open-source deep learning 

platforms such as TensorFlow, Kera’s, PyTorch, Caffe, and others have increased access to technical 

achievements while also promoting idea interchange and execution across many domains [14, 15]. 

2 Literature Review 
Vaishnavee and Amshakala [16] used SVM and self-organizing Map (SOM) algorithms to solve the 

problem of brain tumor classification. Histogram equalization was performed at the pre-processing 

step. The mean, severity, number of events, and variation were chosen to be four aspects to be 

classified. In the second step, they employed SOM clustering to locate the irregular brain groups and 

separate them. Furthermore, brain MR images were classified based on inter-clusters. In investigating 

the grey level co-existing texture matrix (GLCMs), it is calculated by first dividing the image into 

small overlapping regions, called windows, and then counting the number of occurrences of each 

grey level pair within each window. The resulting matrix can then be used to calculate a set of texture 

features such as contrast, correlation, energy, and homogeneity. Principal Component Analysis 

(PCA) is a technique used to reduce the dimensionality of a data set by identifying the directions 

(principal components) in which the data varies the most. It does this by transforming the original 

data into a new coordinate system, where the first axis (principal component) corresponds to the 

direction of maximum variance, the second axis corresponds to the direction of the second-highest 

variance, and so on. The resulting transformed data has reduced dimensionality, as the later principal 

component has less variance than the earlier one. PCA is used in various fields such as image 

compression, pattern recognition, and feature selection. The accuracy gained is recorded. 

Unfortunately, the authors did not examine the results of the design method, indicating that SVM and 

SOM were unnecessary. 

Nie et al. [18] described a fully automated 3D-CNN feature extraction system that used T1, MRI, 

and DTI. The process typically involves training a 3D-CNN on a large dataset of labeled medical 

images, to learn to recognize the characteristic patterns associated with specific medical conditions, 

such as brain tumors. Once trained, the model can be applied to new images to extract a set of features 

that are relevant to the task at hand, such as the presence of a tumor and predicted results with 88.22% 

precision (specificity). The suggested approach, nevertheless, is difficult to solve and inappropriate 

for huge datasets.  

Arikan et al. [26] developed a semi-autonomous interactive seed assessment SVM algorithm for the 

conflicts of brain tumors. The process typically involves training the SVM algorithm on a dataset of 

labeled seed images, to learn to recognize the characteristic patterns associated with specific seed 

traits, such as size, shape, color, and texture. Once trained, the model can be applied to new images 

to extract a set of features that are relevant to the task at hand, such as seed quality. A freely available 

BRATS 2015 dataset was utilized to assess performance. The BRATS-2015 dataset is a collection of 

MRI scans from patients with brain tumors, along with manual segmentations of the tumors by 
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experts. The collection examines the outcomes of the novel technique. Their answer has a mean Dice 

Resemblance (DS) of about 81% to the core truth. 

Ellwaa et al. [17] suggested a recursive random tree-based completely automated segmentation 

technique for MRI-based brain malignancies. One common approach is to use a 3D-CNN, which can 

process volumetric images and learn to recognize the characteristic patterns associated with brain 

tumors. The model can be trained on a dataset of labeled MRI scans, to learn to accurately segment 

the tumor regions in new images. The participant's accuracy about certain aspects of the data 

collection Iterative improvements was made to the algorithm utilized for random forest 

categorization. The method was put to the test during the BRATS-2016 dataset. Performance criteria 

for the individual with the most expertise result in beneficial consequences. Furthermore, no reason 

for the selection conditions was provided, and no accurate results were presented. 

On the BRATS 2013 dataset, Abbasi and Tajeripour [21] suggested a 3D computerized interface for 

brain tumor identification and localization. ROIs (Region of Interest) is used for pre-processing; bias 

field correction and histogram transmission Bias field correction is a technique used to correct for 

non-uniformity in the intensity values of an image caused by factors such as scanner variability or 

patient movement. The goal is to equalize the intensity values across the image, making it easier for 

algorithms to accurately segment or classify the image. One of the most popular methods for 

normalization algorithms is segregated from the FLAIR picture environment. In this method for non-

uniform intensity normalization in tumor detection is the use of adaptive histogram equalization 

(AHE), which can be applied to small regions of the image to enhance the contrast in regions that are 

affected by non-uniform intensity. This method can improve the visibility of tumors in images and 

make them more easily detectable by radiologists or computer-aided detection systems. HOG and 

LBP characteristics were input into a random forest classifier for learning tasks. They did, however, 

employ synthetic data for their trials and attained a 93% accuracy. Mehmood et al. [23] presented a 

useful approach for brain imaging and modeling utilizing magnetic resonance images. In the initial 

stages, there is an experiential, semi-automated 3D classification approach that uses SVM 95.53%, 

99.49%, and 99.0% accuracy, sensitivity, precision, and 0.09 error to separate the brain and tumor 

areas from the MR sections. Investigations using self-generated datasets, on the other hand. 

Das et al. [24] used texture-based characteristics to determine normal and diseased tissue samples. 

GMCH, Guwahati Hospitals provided 80 photos of aberrant and healthy tissue. Five classifier fusions 

analyzed the data from the photos and created a vector set of 172 attributes. Furthermore, six 

classifiers were employed to assess the efficiency of each set of features both in the cluster and 

independently. Using the entire dataset, the experimental findings indicated 100% accuracy and when 

comparing to separate feature sets, the feature set improved the average accuracy of classification to 

98.6%. They determined computer-based might lead to improved diagnosis since childhood brain 

lesions are extremely dangerous. The recommended Grab cut technique [25] is used to segment 

genuine loss complaints, while the VGG-19 is used to create features that are subsequently integrated 

into series. While VGG-19 is trained on the ImageNet dataset, a large dataset of images with 1000 

classes, and pre-trained weights are available for transfer learning. Transfer learning is the process 

of using a pre-trained model as a starting point to train a new model for a different task, such as 

medical image analysis. Entropy has built such technologies to detect consistently and easily. 

Most of the approaches have been used while employing and constructing several smart as well as 

intelligent frameworks like machine learning approaches(Ali et al., 2021, 2022; Ali Raza et al., 2022; 

Asif et al., 2021; Aslam et al., 2021; Chayal and Patel, 2021; Dekhil et al., 2019; Fatima et al., 2020; 

Ghazal et al., 2022b; Khan et al., 2021; Muneer and Rasool, 2022; Saleem et al., 2022; T. Mohamed 

et al., n.d.), Fuzzy Inference systems (Abbas et al., 2019; Areej Fatima 1 and Adnan Khan 1, Sagheer 

Abbas 1, 2019; Asadullah et al., 2020; Aslam et al., n.d.; Gollapalli et al., 2022; Hussain et al., 2020; 

Ihnaini et al., 2021; T. A. Khan et al., 2020; Saleem et al., 2019), (Abbas, et al., 2019), (Al-Dmour, 

et al., 2022), Particle Swarm Optimization (PSO) (Iqbal et al., 2019; Kurdi et al., 2022), Fusion based 

approaches(Gai et al., 2020; Ma et al., 2020; Muneer and Raza, 2022; Sharma et al., 2021; Tabassum 

et al., 2021; Taher M. Ghazal, n.d.), (Saleem, et al., 2022) ,cloud computing (Bukhari et al., 2022; 

Dr. Adnan Khan and Sagheer Abbas, 2018; W. A. Khan et al., 2020; Khan, 2022; Naseer, 2022; 

Siddiqui et al., 2021; Ubaid et al., 2022), transfer learning(Abbas et al., 2020; Ghazal et al., 2022a), 

Block chain technique(Abbas et al., 2021; Rehman et al., 2022), (Malik & Saleem, 2022) and 

MapReduce(Asif et al., 2021)  which might be beneficial in developing evolving alternatives for the 
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arising difficulties of creating smart cloud-based able to monitor management systems.   

Table 1: Brain tumor detection methods 

 

3 Conclusion 

Brain tumor detection remains challenging due to tumor presence, mutable size, form, and 

arrangement. While tumor segmentation algorithms have demonstrated tremendous promise in 

analyzing and recognizing tumors in MRI images, much more effort is needed to properly segment 

and order the tumor section. Existing work has restrictions and difficulties in distinguishing tumor 

substructures and categorizing healthy and unhealthy photos. In summary, this research includes all 

key characteristics and current work, as well as its limits and challenges. It will help researchers learn 

how to perform new research in a timely and productive manner. Although deep learning techniques 

have made significant advances, a generic technique is still necessary. 
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